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TMBPUIHBII METOJ TEHEPALIMA ®POHTEH/I-KOJIA
C UICMOJIb30BAHUEM BOJIBIINX SI3bIKOBBIX MOJIEJIEI:
JTETEPMUHHUPOBAHHBIN CUHTE3 IHABJIOHHOI'O KOJA HA OCHOBE
CTEHEPMPOBAHHOI CTPYKTYPUPOBAHHO¥ CHELIU®UKALIUU
HYBRID LLM-BASED APPROACH TO FRONTEND CODE GENERATION:
DETERMINISTIC TEMPLATE CODE SYNTHESIS USING LLM-GENERATED
STRUCTURED SPECIFICATION

AnHoranusi. B Hactosmelr pabote paccmaTpuBaeTcsi mpodiieMa HaJACKHOCTH TEeHepaluu
IporpaMMHOro KoJjia OOJIBIIUMU SI3LIKOBBIMU MOOCIAMU. HpezmaraeTc;I FI/I6pI/I,ZlHBII71 MCTOI, IIpH
KOTOPOM TE€HEpHUpYETCsl IPOMEXyTOouHas creuuuKkanus, Kotopas 3aTeM Banuaupyercsa Pydantic-
MOJIEJISIMU M TIpeoOpasyercs B KoJ 1adionuzaropom Jinja2. IIpoBoauTcs cpaBHUTENbHBIA aHAIU3
pelieHus co ckBo3Hoi end-t0-end renepanuei.

Abstract. This work addresses the reliability of program code generation by large language
models. The article describes the implementation of a hybrid LLM-based approach which involves
the generation of a structured intermediate specification and its usage in deterministic generation of
Jinja2 templated code. The paper presents a comparative analysis of the hybrid method against
standard LLM end-to-end generation.

KutoueBble cioBa: ['eHepamusi NporpaMMHOTO Kojia, OOJIBIIME S3BIKOBBIE MOJIETH,
1a0IOHHBIH Ko, I' I/IGpI/I,Z[HaSI reaepanuys, rabIoHHas TCHEpalus.

Keywords: Program code generation, llm, template code, hybrid generation, template
generation.

BBenenue

B mnacrosimiee Bpemsi, BBHJY HWHTEHCHUBHOTO PAa3BUTHUS TEXHOJOTHH HCKYCCTBEHHOTO
WHTEJUIEKTa, B YACTHOCTU TEXHOJIOTHI T'€HEpAIMU MPOrpaMMHOTO KOJia, COBPEMEHHAsi UHAYCTPUs
paspabotku [1O nepexxuBaeT 3HaUUTENBHYIO TpaHchopMmanuto. Takue HHCTpyMEHTHI, Kak Cursor uim
GitHub Copilot Ha 0cCHOBE TEKCTOBOTO ONKCAHUS HA €CTECTBEHHOM SI3bIKE MO3BOJISIOT T€HEPUPOBATH
CHHTAaKCUYECKHU ¥ JIOTUYECKH KOPPEKTHBIE (PparMEHTHI KOJIa U JaKe IeJIble TPOrpaMMHBIE MOIYJIN
[1,2]. Onnako o mepe unTerpaiuu LLM B KpUTHYECKH BaXKHBIC MPOLIECCHI U CUCTEMBI BBISIBIISTFOTCS
OTpaHWYEHUSI W TPOOJEMbI, CBOMCTBEHHBIE BEPOSATHOCTHOMY MoOAXoAy. K TakuMm orpaHUYeHHUSIM
MOXHO OTHECTH TaJUTIONWHAIMN, HETOYHOE CJEeJI0BaHWE WHCTPYKIMSAM, Jpeiid KOHTeKcTa u
reHepaluio HeOe30MacHbIX MaTTepHoB [3, 4].

B oTBeT Ha 3THM BBI3OBBI pa3pabaThiBacTcs ruOpujaHas napagurma [S], B koropoit LLM
BBICTYIIa€T B POJM CEMAaHTHYECKOTO TIEPEeBOMUYMKA, MpeoOpasys HaMEepeHHUs I0Ih30BaTessl B
(dhopMann30BaHHYIO CHIEIU(PUKAIINIO. 3aTEM dTa crieluUKaIKs TPOBEPSIETCS U TPeodpa3yeTcs B KO
C TMOMOUIBIO JIETEPMUHUPOBAHHBIX I11a0NOHOB. B Hacrosimel pabore omuchiBaeTcs TUOpUIHAas
METOJIOJIOTHS TeHepalud (POHTEHA-KOMIIOHEHTOB, OCHOBaHHas Ha apxurtekrype LLM
Cnemudukarus — [la6aon — Koxa, 1 0THOBpEMEHHO TIpeaiaracTcsi OIIEHKa ATOTO MOIX0/1a.

CkBo3sHas renepanus kona (E2E) ocHoBaHa Ha aBTOPErPECCHOHHOM MPEICKa3aHUU TOKCHOB.
Mogenu co3maroT Haubojiee BEpPOATHBIE CHHTAKCHYECKH TOUYHBIE CTPYKTyphl [6]. Ho ecimu
paccMaTpuBaTh, Kak 3TOT MEXAHU3M Pealn3yeTcs Ha MPAKTUKE, BOSHUKAET PAJl CEPbE3HBIX PUCKOB.
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Hanpumep, BBISIBIISIIOTCS ClIy4an «IAKETHBIX FAJUTIOLMHALMIY, IPU KOTOPBIX J00ABIAIOTCS UMIOPTHI
OMOIMOTEK, KOTOPBIX HE CYLIECTBYET, YTO OTKPBIBACT ITyTh JUIS aTak yepe3 LEMoYKy MOCTaBokK [4];
«OTPaHMYEHHOE KOHTEKCTHOE OKHO», KOrja MpHu pedakTOpuHIe MoJieslb OOHOBIIAET (YHKIHIO, HO
3a0bIBacT OOHOBUTD BBI3OBHI [7]; «HU3Kask BOCIIPOM3BOAMMOCTBY, KOTOpasi 03HAYAET, YTO OJHU U T
K€ 3ampoChl TEHEPUPYIOT pasHbiii KoJ [8]. [lombITKM pemuTh 3TH MPOOJIEMBbI MyTeM 10pabOTKH
HCXOJHBIX 3alIpOCOB M MHCTPYKLMH HE JAIOT yCTOMYMBOIO PE3yJIbTaTa, IOCKOJIbKY HE CYLIECTBYET
(hopMaIbHOrO KOHTPAKTa MEKIY HAMEPEHUEM U CTPYKTYpOH KoJa.

Meton

B nanHoii pabGote npennaraercss TMOpPHAHBI METOJN, KOTOPBIM SBISIETCS OTBETOM Ha
pobJeMy CTOXaCTUYHOCTH M peasIn3yeTcs 3a CUET BBEJCHUS )KECTKOTO IIPOMEXKYTOYHOI'O KOHTPAKTa
U pa3JelieHus KOHBeilepa Ha TpuW dTamna, KaXAbld U3 KOTOPBIX MUMEET YETKO ONpEENICHHbIE 30HbI
OTBETCTBEHHOCTH.

[lepBpIM 3Tanom mpoiecca sIBISETCS CEMaHTHUYECKUH pa3dop 3ampoca IMOJIb30BaTelNsl MpU
nomomn LLM. Ha srom mare LLM ananu3upyer BXOISIUKE HaHHBIE, KOTOPbHIE NPEACTABICHbI
TEKCTOBBIM 3aIPOCOM I0JIb30BATENsl, KOHTEKCTOM INPOEKTHOW TOKYMEHTAllMU, M3BJIEKAaeMOl u3
BEKTOPHOI'O XpAaHWIMIIA JaHHBIX, U HH(OpManumeil o cTpyKType IeneBoro ImabioHa koja. B
pesynbrare pabotel LLM reHepupyer CTPYKTYPHUPOBAaHHBIM BBIBOJ, COOTBETCTBYIOIIUN
Banmuaupyemoit  JSON-cxeme [9]. Ilpm Takom moaxome MoJenb HE OTrPaHUYUBACTCS
CUHTAKCUYECKMMH TOHKOCTSIMH LI€JIEBOTO A3bIKa, & COCPEOTOUEHA HA CEMAHTHKE.

CrnenyromuMm marom sBiseTcss craaus Bepudukaumu. Bamupanus cnenudukanuu
JIOCTUTAETCS 32 CUYCT MCIOJIBb30BaHMs TUMHU3UPOBaHHBIX Pydantic-mozneneit [10], BkIrouarommx
MIPOBEPKY THIIOB, MPOBEPKY OM3HEC-NIPaBUJ M HOpMaiM3aluio 3HadyeHuid. Heobxoaumo pasnudath
9TH ABa ypoBHs: JSON-cxema moMoraer 06ecrneynTb CTPYKTYPHYIO LIETOCTHOCTD BBIXO/IHBIX IaHHBIX
LLM, B T0o Bpems kak Pydantic obieryaer ceMaHTHUECKYIO NMPOBEPKY Ha YPOBHE NPUIIOKEHUS.
[lonyyeHHass Ha JaHHOM JTane TUNU3WPOBAHHAs creuu(UKalMs BBICTYNIaeT B KauyecTBe
«CEMaHTHYECKOTO MOCTa» MEXIYy CEMaHTHYECKMM M CHHTaKcudeckuM ypoBHsmu [11]. Ona
BKJIIOUAET B ce0sl HACHTU(UKATOP CYLIHOCTH, NPpaBUiIa BaIUIAlluH, ONIMCAHKE MOJeH U JeHCTBUM ¢
COOTBETCTBYIOIIUMH TUIIAMU U OTPaHUYEHHUSMH, ITapaMeTpPhl MOJIb30BaTENILCKOT0 HHTep(eiica.

OuHaNBHBIM 3TAllOM KOHBeHepa sBJseTcs JAeTepMUHUpOBaHHas reHepanus koaa. Ha stom
miare coOpaHHas Ha MPEIbIIYIIMX JTanax CTPYKTypUpOBaHHAs crenudUKaius I0JaeTcs B
nporeccop mabnoHoB Jinja2 IS reHepanuu  (MHAIBHOTO OporpamMmHoro koma [12].
JleTepMUHUPOBAHHBII CHHTE3 MOXKHO ONPEAETIUTh KaK (yHJaMEHTAIbHYIO XapaKTEPUCTHKY, MPHU
KOTOpPOM pe3yJibTaT SBJAETCA NPEONpPeAeeHHBIM M IOCIEJOBATeIbHbIM MPU YCIOBHH, 4YTO
cneun(UKauy U IMI1a0JIOH OCTar0oTCd HEW3MEHHBIMHU. J[OCTHXKEeHHE IMOJHOW BOCHPOM3BOJUMOCTH
KOHBelepa 3aBUCUT OT crieln(PHUKAIIHN, KOHTEKCTa IIOUCKA U HACTPOEK MOJIEIH.

JKCNepUMeHT U pe3yJbTaThl

OnucaHHbBIN BbIIIE THOPUIHBIA MOAXO0/A ObUT pealn30BaH B MPOrPaMMHOM MOJYJIE HA SI3bIKE
Python. B pe3ynbpTare paboThl KOHBEWEpa co3/1aeTcs MOMHBIA HaOOp apTeakToB, BKIIOYAIOMINN B
ce0s BaTUAMPOBAHHYIO CHEIUPUKAIMI0 W OT4YeT, a Takke roToBbld Ul-koMmoHEeHT ¢
UHTETPUPOBAHHBIMM TECTaMM UM JOKyMEHTallMed K ucHoiab30BaHu0. OCHOBHON KOHBeWep
MPOrpaMMbl BKJIIOYAET OILMOHANBHBIM MeXaHu3M repair loop, mpu koropom LLM anamusupyer
olMOKM, BO3HUKAIOIINE BO BpeMsl peHJepuHra mabnoHoB. Baxuo, uto LLM He ucnpasiser cam
PEHJIEPUHT, a 10pabaThIBaeT creU(pHUKALNIO, HA OCHOBE KOTOPOW NMPOU3BOASTCS JONOJIHUTEIbHBIE
MOMBITKM pEeHJAepUHTa. B Xole NMKIa HCIpaBIeHUs COXPAHSAIOTCS apTe(akThl, KOTOpbIE
o0ecrneunBaroT TPaCCUPyEMOCTb U BOCIIPOU3BOAUMOCTb.

s otteHkH 3D (PEKTUBHOCTH MTPeAIaraeMoro moxo/1a ObLI0 MPOBEIEHO IKCIEPUMEHTAIBHOE
uccnenopanue. Berbopka Obia chopmupoBaHa u3 15 craHmapTHBIX 3a1a4d PpoOHTEHI-Pa3pabOTKH,
KOTOpbIE OBUIM CTPYIIHPOBAHBI MO TPEM KaTeropusm: GopMmsl ¢ Banuaanueil; GopMsl ¢ moasMu
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BBIOOpa; Tabmuibl ¢ coptupoBkoil. B kauectBe LLM wucnons3zoBanmace monens GPT-5-mini ¢
napameTpom temnepatypsl 0.1. B nccienoBaHnu MCTIONB30BANIKCH CIEAYIONINE KPUTEPUU OLIEHKU
KOPPEKTHOCTH: KOPPEKTHOCTh CTPYKTYPbI; BOCIPOM3BOAUMOCTh NP HEM3MEHHOH CrHelu(pUKaIUY;
MOJTHOTA apTe(]akToB; 10Jis1 OMIMOOK, KOTOPhIE OBLIM MCHpaBJICHBI B Xoze repair loop. PesynbraTs
MIPOBEJICHHBIX TECTOB MpecTaBieHbl B Tabuuue 1.

Tabnuna 1.
Pesynbrarel muaoTHOM orieHKH (N=15, 3 mporoHna)
Metpuka 3Havyenune
Bamugunocts JSON (cTpyKTypHpOBaHHBIM 98% (44/45)
BBIBOJ)

YcnenHsiii peHaepurr 6e3 repair loop 89% (40/45)

YcnemHslil peHAepuHT mocie repair loop 98% (44/45)
BocnpounsBogumocTts ipu (GUKCUPOBAHHOM 100%

cnenuduKanum

[TomHOTa apTedakToB 100%

CtpyKkTypHupOBaHHBIN BBIBOJ Mojaenu obecreunBaer 98% Bammumuoro JSON, 3T0 MOXHO
OO0BSICHUTH XOpolell 00y4eHHOCThI0 Mojenel cemeiictBa GPT-5 Ha KOpPpEeKTHYIO TeHEepaluio
CTPYKTYPHUPOBAHHBIX JAHHBIX M BHI30BOB (PYHKIMH. MexaHu3M repair loop MOBBIIAET KOJIUYECTBO
ycnenHsIx cueHapuen ¢ 89% 1o 98%, uTo noaTBEpKAaET €ro nojb3y B apxurekType. Heycnemnnsie
CJTy4au CBSI3aHBI C HUCXOJHBIMU TPEOOBAHUSIMU, BBIXOSIIIUMH 32 PaMKH Ia0JI0HA.

Pe3ynbrarhl NpoBEAEHHBIX 3KCIEPUMEHTOB U JIaHHBIE U3 JUTEPATYPhl MO3BOJISIIOT CIEIaTh
KaueCTBEHHOE CpaBHEHHE KJIACcCUYeCKOM BepoATHOCTHOM E2E-renepanmm xoma LLM n
MPETI0KEHHOTO THOPUAHOTO TIo1Xx0aa. Pe3ynsTaTel cpaBHEHHS MpeacTaBieHbl B Tabmuie 2.

Tabmma 2.
CpaBaenne E2E u rubpuaHoro moaxoaa

Metpuka E2E-noaxon I'mOpuaHbII OAX01

Kontpoib cTpyKTypbl BepositHOCTHBIN JlerepMHUHUPOBaHHBIN
BocnpousBoaumocts Huskas Bricokas

Pucku npouecca nocraBgu Bricokue Jloxanu3oBaHHbIE
CormpoBoX/1aeMOCTh Hwuskas Bricokas
3akioueHue

Taxkum 00pa3oM, MOXKHO CJENaTh BBIBOJ, YTO THOPUIHBIN MOAXO0A 00€CIeurnBaeT JIyUIIyIO
TPACCUPYEMOCTh U BOCIIPOU3BOAUMOCTD PE3yiIbTaTa, UTo SIBISETCS KPUTHUHBIM Ipu pazpadotke [10
KOPITOPATUBHOTO WJIM KPUTHYECKH 3HAYUMOTO YpOBHs. TeM He MeHee, THOpHIHAs TeHepaIis nMeeT
P OrpaHMYEHHI, KOTOPHIE HAMPSMYIO BIUSIOT Ha MacITaOUpyeMocTh pemeHus. [loaroroska u
BaJIUAIUsl UCXOIHBIX I1a0JIOHOB SIBJISETCS JOBOJIBHO TPYJIOEMKHM ITPOIIECCOM, KOTOPBIH TpeOyer
HaJIM4us KOMIETEHIIUH B pyYHOM POrpaMMHUPOBAHUU U XOPOLIEH 0a3bl MPOEKTHON TOKYMEHTALINH.
B aToM kiroue nmanpHEHIIEE HampaBICHHUS WCCIEAOBaHUN B 00JacTH TMOPUIHOM TeHepaluu Koja
6y,Z[yT BKJIFOYATh UCCJIICIOBAHUC BO3M0)KHOCT€I>'I aBTOMAaTHU3allnuU ITOATOTOBKH IJ_Ia6JIOHOB peH):[epI/IHra
KOJIa, B TOM YHCJIE ¢ ucrnonk3oBanueM LLM.
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