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TPACCUPYEMAS RAG-TEHEPAIIUSI ®POHTEH/I-KOJIA:
CJIOM OBFOCHOBAHUM U JONNYIEHUN KAK MEXAHU3M
IPOBEPSIEMOCTH BBIBOJIA LLM
TRACEABLE RAG-BASED FRONTEND CODE GENERATION:
EVIDENCE/ASSUMPTIONS LAYER AS A MECHANISM
FOR LLM OUTPUT VALIDATION

AHHOTaIlI/ISI. CucreMsl réeaepannm Koaa, IOCTPOCHHBIC HA apXHUTCKTYPE C UCIIOJIb30BAHHUEM
MmexanusMma Retrieval-Augmented Generation (RAG), npuo6peTaroT Bce 00Jibliiee pacpoCcTpaHeHUE
U CTAHOBATCS CTaHIapPTOM. O,HHaKO OIrpaHUYCHUE TaKWX CHUCTEM 3aK/IIIO4YAac€TCA B TOM, YTO OHH
(YHKIMOHHMPYIOT Kak ‘“depHble SIIMKH~, CKpbIBas npoucxoxiaenue pemennii LLM. Hacrosmas
paborta mpemiaraeT metonosnoruto Tpaccupyembiii RAG, koTopas BHEAPSET MPOBEPSIEMBIA CJIOM,
MO3BOJISAIOMINN KJIACCH(PHUIMPOBATh Kaxaoe pemenue, npuaiaroe LLM npu renepamuu, 1ud0 Kak
APTrYMCHTUPOBAHHOC MCTOYHUKOM, 1100 Kak JOIMYHIECHUEC C HE3aBHCHUMOI OHeHKOfI YBEPCHHOCTH.
I[aHHaSI MECTOO0JIOTUA oOecrieynBaeT MMPOBCPACMOCTL U 00BSICHUMOCTh nponecca reacpanuu Koaa.

Abstract. Retrieval-Augmented Generation (RAG)-based systems are becoming the standard
for code generation systems. A fundamental limitation of such systems is their lack of explainability,
which stems from the obscured provenance of LLM outputs. The paper proposes the Traceable RAG
methodology, which integrates an evidence/assumptions verification layer to classify every LLM
output. This ensures the traceability and explainability of LLM-based workflows.

KmioueBble ciaoBa: RAG, Boabime s3bikoBbie Momenu, LLM, Retrieval-Augmented
Generation, TeHepaIysi Koja.
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BBenenue

B nacrosmee Bpems pazpadotka [10 npereprneBaer kapJuHaIbHbIE U3MEHEHUS, CBS3aHHBIE C
BHEJIPEHHUEM B ITPOLIECC OOJBIINX SA3BIKOBBIX MOJIENIEH K HHCTPYMEHTOB, UCIIOJIb3YIOIINX MEXaHU3MbI
RAG [1]. Yxe ceifuac pemieHus JUIsl aBTOMAaTH3allMd HAIKMCAaHUS KOJA JBWXKYTCS B CTOPOHY
ABTOHOMHOM TeHepaluy UeNbIX MPOrpaMMHBIX MOJyJell Ha OCHOBE MYJbTUMOJAIbHBIX
cnenuKauil 1 He OTPAaHINYMBAIOTCS JTUIIb KIACCUYECKIM aBTOAOIOIHEHUEM.

[Ipu paccMoTpeHHN BO3MOKHOCTH NpUMeHeHHs reHepatuBHoro MM B obnactu GppoHTEeH-
pa3pabOTKN MOKHO BBIIBUTH sl 0COOEHHOCTEH, OTIMYAIOLINX Ty 007acTh OT reHepaluu OdKEeH I-
Koja. ApTedakTel, BO3HUKAIOIIME B pe3yjbTaTe MPOrpaMMUPOBAHMS IOJIb30BATEIBCKUX
uHTepdeiicoB, 001agar0T BBICOKMM YPOBHEM TIeTeporeHHocTd. KoJ JomkeH OJIHOBPEMEHHO
COOTBETCTBOBATh (PYHKIMOHATIHHBIM TPEOOBAHUSM, ITPaBUIJIAM U CTaHIapTaM HCIIOJIb3yEeMOM JTu3aiiH-
CHCTEMBI, HOPMaM JIOCTYIHOCTH, TpPEOOBaHMSIM IPOU3BOAUTEILHOCTH M Oe3omacHocTH [3].
lanmonunanuu LLM npu reHepaiiuu koAa B JaHHOM ClIydae CTAaHOBSITCSI KpUTUYHBIMU, TOCKOJIBKY
OHH BEIYT K (PAKTUYECKMM ONMIMOKAM MOJIh30BATEIbCKUX MyTEH U BU3yalbHBIM perpeccusm [4].

enTpanpHO TPOOIEMON CHCTEM, apXHUTEKTypa KOTOPBIX BKIIOUYaeT MexaHm3dMbl RAG,
ABISICTCS ~ OTCYTCTBHE  TpaccupyemMocTH. Mexanusm  TpaauuuoHHblx  RAG-koHBeliepoB
Mo/ipa3yMeBaeT KOHKAaTEHAIMIO PEJIEBAHTHBIX JOKYMEHTOB B KOHTEKCTHOE OKHO, HO ()YHKIIHOHUPYET
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HEMPO3PayHO, CKPhIBask aTpHOYIMIO TeX WK WHBIX perrenuii LLM [5]. B pesyibrare pa3paboTuuk,
HCIOJIb3YIOIUI CUCTEMY, NPU MOJIYYEHUH PEe3yjIbTaTa HE MOYKET JETEPMUHUPOBAHO yCTAHOBUTD,
novemy s TeHepanuu koja LLM BeiOpana KOHKPETHBIN MaTTEPH WUIIH AITOPUTM.

B nacrosmeit pabote npeaniaraetcs KOHIENTyanbHas Moieb Tpaccupyemerii RAG, kotopas
BKJIIOUYAET MEXaHU3M IPOBEPKH CBS3U MEXKAY TIE€HEpPUpPYEMbIMU apTepakTaMd MU HCXOAHBIMU
TpeOOBaHUSAMH ITOCPEACTBOM BBEICHHS IPOMEKYTOUHOTO €101 0OOCHOBAHUHN M JOITYILIEHHH.

Metoanl

[Ipennoceikamu uist pazpabotku Metogonoruu Tpaccupyemoro RAG cranu uccnenoBaHus
B obOyiacTu aTpuOylLMH yTBEP>KICHHUM, OLEHKU BEPOSITHOCTH M YIpaBieHus Jpeiipom 3HaHMil. B
CJIOKHBIX MHXCHEPHBIX 3aJaudax, IJie MpeANouTUTEIbHEe HermapaMeTpHUeCKue METOJbl, KOTOpbIe
MIO3BOJISIIOT TPOBEPATh PE3YJbTAT OTHOCHUTEIBHO BHEHIHMX HCTOYHHMKOB, aTpHOyIUs CTaOMIBHO
JBHDKETCS. OT MPOCTOH BEpUPHUKALUYN CCHUIOK Ha JIOKYMEHT K MPOBEPKE OTACNbHBIX (hakToB [6]. B
3TOM KOHTEKCTE CIIeyeT paccMoTpeTh PppeitmBopk Claimify, kotopslii peanusyer pazdoueHne oTBeTa
Ha OTJAEJbHBIC YTBEPIKICHUS C LEIBIO MOBBIMICHUS TOYHOCTH Bepudukarmu [7, 8]. [ls onenku toro,
HACKOJIbKO CT€HEpHUpPOBAHHBIA OTBET OCHOBAH Ha MPEJOCTaBICHHOM KOHTEKCTE, HCIOJIb3YIOTCS
metpuku Faithfulness (mocroBepnocts) u Groundedness (obocuoBanHocTh) [9, 10]. Omnako
aJanTanus 3TUX KOHIENTOB U METPUK K MPEIMETHON 00J1acTu reHepanuu GpoHTEeHI-Koa TpedyeT
BBICOKOM COITacOBaHHOCTH (DYHKIIMOHAJIBLHOM, BU3YAIbHOM U CTPYKTYPHOM COCTaBIISIOIIUX.

CtouT OTMETUTH, 4YTO pa3paboTKa MOJIb30BATEIHCKUX HWHTEP(HENCOB XapaKTepU3yeTcs
BBICOKMM YpPOBHEM BOJATWIbHOCTH [11]. DTO 00yCIOBIEHO KOPOTKMM JKH3HEHHBIM IHMKJIOM
JavaScript perieHuii: BBINYCKAIOTCS HOBbIE OHMOJMOTEKH, KOTOPBIC 3a7af0T COOCTBEHHBIC
apXUTEKTypHBIE MATTEPHbI, PPEHMBOPKHU BBIITYCKAIOT Ma)KOPHbIE OOHOBIICHHSI, KOTOPbIE HAPYyIIAIOT
0o0paTHYyI0 COBMECTUMOCTb. Takum 00pazom, Ha CErOHSAIIHUN 1I€Hb HEBO3MOYKHO BBIJIEUTh €MHbII
YCTOSIBIIMICS MOAXOJ K HamHMCaHUIO (POHTEHI-KoJa. B CBA3M ¢ 3THM JOJITOCPOYHOE XpaHEHHE
3HAaHUN O MPeIMETHOM 00JIaCTH B BEKTOPHOM MHJIEKCE CTAHOBUTCS Manod((HEeKTUBHBIM, TOCKOJIBKY
MPOUCXOJIUT PACCHUHXPOHM3ALUSA MEXIY COJEPKUMBIM HMHJEKCA M aKTyaJlbHbIM COCTOSIHUEM
BHemHero Mupa. Takoe siBieHue HasbiBaeTcs apeiidom 0a3er 3Hanuit (Knowledge Base Drift) [12].
OHO N1IeMOHCTpUpPYET, 4TO MpPU yCTapeBaHUM HHJAEKca Oosiee yeM Ha 6 mecsueB kadecTBO RAG-
OTBETOB Najaaer Ha 15-25%. YnpaBieHue 3TUM MPOLIECCOM SIBISIETCS KIIIOUEBBIM MPEUMYIIECTBOM
RAG nepen fine-tuning [13], onHako TpeOyeT AJOMOTHUTEIBHBIX HHKEHEPHBIX MTPAKTHK.

Takum oOpa3om, [UIsl MOAJEp)KaHUS KauecTBa TEHEpalMi KoJla B YCIOBHUSX OBICTPBIX
W3MEHEHWH YCJIOBUIM BHEIIHEIO0 MHpa HEOOXOJWM MEXaHM3M, KOTOpBIA Oy/leT ajanTupoBaH He
TOJILKO K ONEpaTUBHOMY OOHOBJICHHIO KOHTEKCTa, HO M K IOCTOSSHHOW BHYTpEHHEH NpOBEpKe
pELIEHNI aKTyaJIbHOMY COCTOSIHUIO.

Anantupysi 3TH WU IS TPEeAMETHOW OOJacTH TeHepaluu Kojaa, B HacTosmeld padore
IpeagaraeTcsi MOJENb, TJE YTBEPXKICHHEM CUYHMTAETCS aTOMApHOE AapXUTEKTYPHOE pEIIEHUE,
Hanpumep, o Beibope API, anroputma uinu komrnoHeHTa. PemeHus u3BiekaroTcs U3 aOCTPaKTHOTO
cuHTakcudeckoro aepesa (AST) creHeprpoBaHHOTO apredakTa. [Ipr 7TOM yYUTHIBAIOTCSI UMITOPTHI,
Kak OMOJIMOTEK, TaK M IPYTHX KOMIIOHEHTOB, THITHI CBOWCTB 1 COCTOSIHHM, TTpaBmJia Banmaanuu, CSS-
KJIaCChl M CTHJIM, a Takke QyHKIMU U 00paboTunku. B kadecTBe JoKa3arenbcTBa pacCMaTpUBAETCS
npoBepsieMasi CBsI3b PEIICHHUs ¢ KOHTEKCTOM, MpEJICTaBlICHHAs B BUIE Mapbl (pemieHue, GpparMeHt
KOHTEKCTA), MOJTBEPXKAAtoliasi, YTo pelieHne 000CHOBAHO MCTOYHUKOM. JlomyIlieHHeM SBIISeTCs
pelieHue, 11 KOTOpOro He HalZIeHo 10Ka3aTenbeTBO. JlomyiieHus: Hen30eKHbI U 00yCIaBIMBAIOTCS
HEOIPEICIIEHHOCTIO WIIM HOBU3HOU TpeOoBaHUM. J{J1s1 OLIEHKU HAJEKHOCTH PEIICHUs, He3aBUCHMO
OT HAJIWYMUS JI0KA3aTeJIbCTB, BBOJUTCS IMOHITHE YBEPEHHOCTH, KOTOpOE KiacCHUPHUIMpYyeTcs Kak
BBICOKOE, CPEJHEE MJIM HU3KOE Ha OCHOBE KOHCUCTEHTHOCTH MEK/Y HE3aBUCUMBIMU I'€HEPALUSIMH.

[IpakTrueckass  peaymzaius  mporecca  TpaccupyeMoro RAG  mpencraBieHa
nocye10BaTeIbHOM 1enouKkoii neiicteuii. Ha mepBoM 3tare u3 BepCHOHUPOBAHHON BEKTOPHOM 0a3bl
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3HaHUI U3BJIEKAIOTCA Hauboliee pejeBaHTHBIE (hparMeHThl ¢ MeTaAaHHbIMU. Ha cnemytomem stare,
nepe]] TeHepanueit koaa, Moienb GOPMHUPYET CTPYKTYPUPOBAHHBIHN TUTaH, KOTOPBIN MPEICTaBISEeT U3
ce0sl CNHCOK KITIOYEBBIX pelIeHWd. 3aTreM cienyeT 3Tal aTpuOyluH, Ha KOTOPOM MpPOUCXOIUT
CBSI3BIBAHHE PEIICHUI ¢ KOHKPETHBIMH ()parMEHTaMH WU3BJICYEHHOI'O HA TIEPBOM JTarle KOHTEKCTa. B
cllydae, €clii JUls pelIeHus] He HallJIeHa CChUIKA, TAaKOE PELICHHE TOMEYaeTCs KaK MPEAIooKEeHHE C
YKa3aHUEM YPOBHS YBEPEHHOCTH, KOTOPBIM OCHOBBIBAETCSI Ha CXOACTBE MEXAYy HECKOJIbKUMHU
redepanusaMu. Hakonelr, Ha OCHOBE KJIaCCH()UIIMPOBAHHOTO CIIMCKA PEIICHHUM MPOUCXOIUT TeHEPALTHS
kona. Ha ¢punanpHOM 3Tane Taxxke GOpMHUPYIOTCS BBIXOTHBIE apTe(aKThl, KOTOpbIE TOMUMO CaMOTO
KOJIa BKJTFOYAIOT CTICIU(DHUKAITIIO U OTYET O TPACCHPYEMOCTH B MAIIIMHOYUTAEMOM BHJIC.

PesyabTarsl

Onenky mpakThyeckor 3¢(HEKTUBHOCTH MOJIETH MPOBOAMIM Ha BbIOOpKe u3 10 3amau mo
redepanuu Ul-KOMIIOHEHTOB. DeMeHThl HHTepdeiica B 3amayax ObLUIM MPEACTABICHBI LIECTHIO
dopmamu (perucTpanroHHas, KOHTaKTHAs, IIOMCKOBAasl, HACTPOEK, 0OPATHOW CBSI3M, IUIATEKHAS) U
4eThIpbMsi TalOiumaMu (KaTajaor TOBapoOB, OTYET MO METPHKAM, CIHUCOK IOJIb30BATEICH, KypHAI
coOpiTuit). baza 3HaHuU# comep:kana JOKyMeHTaluio 1o React, nmu3aitH TOKEHBI W TalajlalHbI 10
JOCTYIHOCTU. B Xoje skcrnepuMeHTa MpoBOIMIOCH CpaBHeHHE Kiaccudeckoro RAG-koHBeiiepa u
Tpaccupyemoro RAG co ciioeM J10Ka3aTelbCTB/IOMYIICHAN ¢ MPeABAPUTEIHPHON JIEKOMITO3UITHCH
pemiennit W ux knaccupukanued. C IeNbI0 OLIGHKH BOCIPOM3BOJAUMOCTH BBIMONHIIACH 5
HE3aBUCUMBIX T€HEpalUi KaX 01 3a/1auu.

Jliis xauecTBeHHOH olieHkH 3 dexkTuBHOCTH Tpaccupyemoro RAG OblTu BBEIEHBI METPUKH,
KOTOpBIE  XapaKTEpU3YIOT IMOKPHITUE JIOKAa3aTe€IbCTBAMU M  COIVIACOBAHHOCTh KOJa €O
cnenudukanueit. Mudopmanus o meTpukax npeacrasiena B Tabmure 1.

Tabmmma 1.
Mertpuku oneku Tpaccupyemoro RAG
MeTtpuka Yro usmepsier Cnoco0 usmepenmust
Unsupported Jons pemenwii 6e3 OTHoIlIIEHNE YUCIIa MPEANONI0KEeHUN K 001IemMy
Decision Rate (UDR) JI0Ka3aTeIbCTB YHCITY peIICHUI
Evidence Coverage [MokpeiTHe CyMMa cBsi3el MeXIy PeIICHUSIMU 1
(EC) JI0Ka3aTeNbCTBAMU U3BJICUEHHBIMU (pparMeHTaMu U3 6a3bl 3HAaHUN
JIeTIeHHAst Ha KOJIMYECTBO PEIICHUI
Spec-Code CornacoBaHHOCTb PaccunThiBaeTCs 4epe3 CTPYKTypHOE
Consistency (SCC) | cnenmdukanuu u koaa COMOCTABIICHUE: JIs1 KAXKJIOTO TOJIS

crienuUKaAIK TPOBEPSCTCS HATUYNE
cOoOTBEeTCTBYIOIIEro 3yieMeHTa B AST kona

Reproducibility BocmpomsBogumocts | CxoactBo XKakkapa MexIy HOpMaIU30BaHHBIMH
(REP) AST, mony4eHHBIMH B HECKOJIBKUX HE3aBUCUMBIX
TeHepanusIx

PesynbTathl, momyuyeHHbIE B X0/I€ SKCIIEpUMEHTa cBeJieHbl B Tabnuiy 2. B cpennem Ha 3aaqy
u3Biekanoch 14,3 pemenus s Gopm u 11,7 pemenus nis tadnui. B cnydae Tpaccupyemoro RAG
MPOU30ILIO 3HAYUTEIHHOE CHUYKEHHME J0JM HEeNnoATBEpXAECHHBIX pemenuii: UDR yMmensmmics c
0,47 = 0,11 mo 0,23 + 0,08. [TokpsiTHE HOKa3aTeabcTBaMu Bhipocio ¢ 0,53 + 0,12 no 0,81 £ 0,09, a
CoTJIacoBaHHOCTh crernudukamuu U komxa ¢ 0,71 £ 0,14 mo 0,89 £+ 0,07. BocrnpousBoauMocThb
HopManuzoBaHHbix AST Belpocnma ¢ 0,64 = 0,18 mo 0,82 £ 0,11. JlanHble pe3yabTaThl
CBUJCTENBCTBYIOT O TOM, YTO SIBHAas JEKOMIIO3MIIMS PEUICHUM M IeJIeHallpaBIeHHbI MOUCK
JIOKA3aTEeNbCTB MOBBIMIAIOT COOTBETCTBHE KOJa CreUU(UKAIMA U CHIKAIOT CTOXACTUYHOCTH MPHU
reHeparyu koga LLM.
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Tao0mnuia 2.
Pe3yibTaThl 3KCrIepUMEHTa
MeTtpuka Kuaaccuueckuii RAG Tpaccupyemsiii RAG
UDR (| mywure) 0,47 +0,11 0,23 +0,08
EC (1 nyume) 0,53+0,12 0,81+ 0,09
SCC (1 myure) 0,71+0,14 0,89 + 0,07
REP (1 myure) 0,64 +0,18 0,82+0,11

[Tonyuennsle pe3yapTaThl 1EMOHCTPUPYIOT, 4yTo Tpaccupyemsiit RAG He Tonbko yimydmiaer
KJIFOUEBBIC MOKA3aTeIN KauyecTBa KOJa, HO U MPEBpalllaeT caMy IeHepaluio B KOHTPOJIUPYEMbIH U
MIPOBEPSEMBI MPOLECC, B KOTOPOM KaXKJ0€ pEeIleHHE HMEET IOKYMEHTAJIbHO MOATBEPKIACHHOE
MIPOUCXOXKICHHE.

3akJir0ueHue

B pab6ore npeminoxena merogonorusi Tpaccupyemoro RAG st renepanuu GpoHTEHI-KOAA,
KOTOpasi BKJIIOYAET MPOBEPSAEMBIil CION MOKa3aTeNbCTB U JOIMYIIeHUNH. bt BBEJEHBI KIIIOUEBbIE
MOHATHUSA, TaKHE KaK pEIICHHE, JOKA3aTeJIbCTBO U JOMYIIEHHUE, & TAKXKE MPEI0KEHbI OCHOBHbBIC
METpUKH OIleHKH TpaccupyeMoctd RAG pemenuit. [lwnotHeiii sxcriepumenT Ha 10 3amagax
MPOJIEMOHCTPUPOBAJI 3HAYUTEIBLHOE CHIKEHHUE MPOLIEHTA HEMOATBEPKJICHHBIX PEIICHUH U POCT
COOTBETCTBUS KO/a crielupuKalnu.

Tem He MeHee, METOIOIOTHS 00J1a1aeT HEKOTOPBIMUA OTPAHHYCHUSIMHU, KOTOPHIE BKIIOYAIOT
3aBUCHUMOCTh OT KauecTBa IIOMCKAa, IOBBIIICHHYIO JIATEHTHOCTb, OOYCIOBJICHHYIO JTaroM
JICKOMIIO3HIIMA, ¥ HEOOXOIUMOCTh MOJJEPKaHUS aKTyallbHOCTH ©0a3bl 3HaHWU. JlanpHeine
uccienoBaHus OyJIyT HampaBlieHbl Ha TMEPEeXo] K TOYEYHOW aTpuOylud ¥ UHTErpaluu C
WHCTPYMEHTaMU aBTOMATUYECKON Bepu(UKaIUH.
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